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Abstract

Over-generalization is a thorny issue in cognitive science, where people may become overly
cautious due to past experiences. Agents in multi-agent reinforcement learning (MARL) also have
been found suffering relative over-generalization (RO) as people do and stuck to sub-optimal co-
operation. Recent methods have shown that assigning reasoning ability to agent can mitigate RO
algorithmically and empirically, but there has been a lack of theoretical understanding of RO,
let alone designing provably RO-free methods. This paper first proves that RO can be avoided
when the MARL method satisfies a consistent reasoning requirement under certain conditions.
Then we introduce a novel reasoning framework, called negotiated reasoning, that first builds
the connection between reasoning and RO with theoretical justifications. After that, we pro-
pose an instantiated algorithm, Stein variational negotiated reasoning (SVNR), which uses Stein
variational gradient descent to derive a negotiation policy that provably avoids RO in MARL
under maximum entropy policy iteration. The method is further parameterized with neural net-
works for amortized learning, making computation efficient. Numerical experiments on many
RO-challenged environments demonstrate the superiority and efficiency of SVNR compared to
state-of-the-art methods in addressing RO.

1 Introduction

Multi-agent reinforcement learning (MARL) emerged in many areas, such as multiplayer games [33;
17], robotics [8] and traffic controls [6]. It studies how two or more agents coexisting in a shared
environment should act to obtain the highest utility. This research paper focuses on the fully co-
operative setting, which involves agents working towards the same target of increasing team prof-
itability. In particular, we direct attention to the challenge of correcting the pathology of relative
over-generalization (RO).

Over-generalization is a well-known issue in cognitive science that affects human and animal
learning [32; 18; 2]. It occurs when individuals apply broad and often inaccurate rules to specific
situations based on limited evidence or experience. For instance, the “once bitten, twice shy” idiom
illustrates this phenomenon: after being bitten by a snake, a man becomes afraid of ropes due to over-
generalizing the bitten result with stepping on lines. Over-generalization has been observed across
various domains such as language acquisition [11], social learning [32], and decision-making [18].

Researchers at MARL consider relative over-generalization (RO) to be a significant challenge as
it hinders optimal cooperation [26]. Agents learn policies based on their limited interactions and
often overfit their actions on the exploration behavior of others, leading to sub-optimal cooperation.
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For instance, in Particle Gather, where two particles aim to reach a fixed landmark synchronously,
each particle is controlled by two agents (x-agent and y-agent) that control horizontal and vertical
movement. When agents explore uniformly, they are easy to suffer a loss due to reaching the landmark
alone and afraid to reach the landmark after that. Consequently, many MARL methods [24; 37; 38]
get stuck to sub-optimal cooperation where particles avoid reaching the landmark as shown in §8.

In MARL, there are two main ways to mitigate RO: lenient learning and reasoning-endowed
methods. Lenient learning methods [29; 36; 27] aim to reduce RO by being lenient on past experi-
ences. They use a temperature factor for each state-action pair to control the amount of leniency,
which in turn controls the ignorance of experience towards policy updating and introduces optimism
in value function updates. Although some preliminary results have shown success in simple tabular
environments, these methods typically require a large number of hyperparameters to be tuned and
are not suitable for complex environments. Reasoning-endowed methods [38; 34; 37] take a further
step. They endow agents with reasoning abilities that enable them to better model the behaviors of
others instead of changing the weight of past experiences. For example, [38] endows each agent with
recursive reasoning ability inspired by human minds [35]. During training, each agent models the
behavior of others as their best response to its potential behaviors. This enables agents to better
account for the behavior of others and empirically mitigates RO. However, there is still a lack of
theoretical understanding regarding RO. Two questions naturally arise:

1) Can relative over-generalization be provably avoided, and if it can?
2) How to design a method that provably addresses relative over-generalization?

This paper answers the first question with theoretical justifications and introduces new concepts
to analyze Relative Over-generalization (RO) in Multi-Agent Reinforcement Learning (MARL). The
current RO is defined on empirical converged joint policy, which makes it difficult to analyze MARL
methods before training. To address this issue, we introduce Perceived Relative Over-generalization
(PRO) and Executed Relative Over-generalization (ERO), which define RO for each joint policy
update and policy execution, respectively. The RO is guaranteed to be addressed when ERO is
avoided at convergence. With the basis, we prove that RO can be provably avoided when the MARL
method satisfies a consistent reasoning condition at convergence. This condition requires each agent
to model the behaviors of others consistently with their updated/executed behaviors.

For the second question, we propose a novel negotiated reasoning framework to design MARL
methods that satisfy the consistent reasoning condition. It takes the idea of human beings to reach
consistent reasoning through negotiation [16; 7] and the graphical model inference through message-
passing [30]. Our negotiated reasoning framework allows agents to make explicit reasoning through
negotiation policies during training and to make decisions based on the negotiated agreement. We
prove that agents reach consistent reasoning when they reach an agreement on action selection
through appropriate negotiation policies. Then the remaining questions for addressing RO are how
to learn negotiation policies and design the algorithm that makes agents reach consistent reasoning
at convergence. We thus propose the Stein Variational Negotiated Reasoning (SVNR). Concretely,
it derives the negotiation policy (how to negotiate) based on Stein variational gradient descent and
specifies the negotiation structure (whom to negotiate) as a strict nested structure. With maximum
entropy policy iteration, SVNR is guaranteed to reach consistent reasoning and optimal cooperation
at convergence under mild conditions.

We further parameterize SVNR with neural networks and propose amortized learning to ad-
dress the intractable computation complexity and inefficient negotiation. It distills the negotiated
reasoning dynamic to guide the neural network updating and approximates many rounds of negoti-
ated reasoning by the single forward of the neural network inference. Numerical experiments in two
challenging environments (i.e., the differential games and particle world) show the superiority and
efficiency of SVNR in addressing RO compared with the state-of-the-art reasoning methods.

Our contributions are threefold: 1) We confirm the existence of provably addressing RO methods.
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2) We propose a novel framework called negotiated reasoning (NR) and specify the Stein variational
NR method, which is the first MARL method that can provably address RO. 3) We propose a prac-
tical implementation of SVNR that demonstrates superior performance in achieving global optimal
cooperation in RO-challenged tasks.

2 Related Work

Approaches for addressing relative over-generalization (RO): RO has been taken as a
critical game pathology in MARL. There are two main ways to mitigate RO in MARL: 1) lenient
learning [36; 29; 27], and 2) reasoning-endowed methods [38; 34; 37]. Lenient learning methods
propose lenient mechanisms for learning. [29; 36] first propose to be lenient for unsuccessful coop-
eration and test their methods in matrix games. [27] further extends the idea to multi-agent deep
reinforcement learning. However, there are a lot of hyperparameters to tune, which is impractical.
Reasoning-endowed methods [37; 34; 38] propose to endow reasoning ability for each agent to mit-
igate RO empirically. Specifically, MASQL [37] lets each agent models the behavior of others as
the induced behaviors of its joint Q function. In ROMMEO [34], each agent models the behaviors
of others as the entropy regularized behaviors. PR2 [38] lets each agent model others as playing
the best response to its action selection. Then each agent updates its policy based on the modeled
behaviors of others and these methods empirically mitigate RO in simple tasks (most of them only
consider two agents). However, existing methods mainly study RO on its surface without theoreti-
cal justifications. Although reasoning has shown the ability to mitigate RO in numerical studies, a
theoretical connection between RO and reasoning is lacking. There are also a number of heuristic
ideas to mitigate RO. This paper proposes the first reasoning method, Stein variational negotiated
reasoning, which provably addresses RO.

Opponent Modeling: Our work also has a connection with opponent modeling [1] (OM), which
involves modeling the behavior of others. The traditional OM methods only model an opponent’s
behavior based on their history, assuming they play stationary policies [21; 5]. There are two main
limitations to these methods. The first one is that these methods tend to work with predefined
targets of opponents. Fictitious play [5], friend-or-foe q [21], and many OM methods [15; 12; 20]
make a strong assumption on opponent policies which makes them unsuitable for current MARL
where opponents change their policies with learning [38]. The other limitation is that agents require
the Nash equilibrium to update their Q function during training (e.g., Nash Q learning [15] and Wolf
models[4]). These limitations make it hard to apply traditional OM methods to MARL. Compared
to the traditional OM methods, our methods do not have these limitations. Besides, some popular
OM methods have been proposed in these years: reasoning-endowed methods [38; 34], and we have
summarized them in the previous subsection.

Probabilistic inference for (MA)RL: Formulating RL problems as probabilistic inference prob-
lems has shown substantial results in obtaining maximum entropy exploration [13; 14; 19] and allows
a number of inference methods to be adopted. These methods embed the problem into a graphical
model by modeling the relations among states, actions, next states, and indicators of optimality.
Then the optimal policy can be recovered by making inferences on the graphical model. For ex-
ample, Soft Q-learning [13] expresses the optimal policy via a Boltzmann distribution and adopts
amortized SVGD [9] to make approximate sampling on the target distribution. Different RL prob-
lems, the MARL problem involves a number of agents interacting with each other which makes it
non-trivial to make extensions from single agent RL reformulations. MASQL [37], ROMMEO [34],
and PR2 [38] let each agent model the relations among states, its actions, the actions of its oppo-
nents, next states, and indicators of optimality. Each agent expresses the optimal joint policy via a
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Boltzmann distribution and derives its individual policy and opponent policy accordingly. However,
the opponent policy of the agent is not guaranteed to be consistent with the individual policies of
opponents. Compared with these methods, the agent in our SVNR perceives opponent policy as
consistent with the individual policies of opponents by K-Step negotiation during training.

3 Preliminary

3.1 Cooperative Stochastic Game

A Cooperative Stochastic Game (CSG) is commonly used to model cooperation in multi-agent sys-
tems [31]. It is defined by a tuple (S, {U i}Ni=1, P,R, γ), where N is the number of agents; S is the
state space; U i represents the action space for agent i with U = ×iU i representing the joint action
space; P (s′ | s,u) representing the probability that environment transit to s′ when taking joint
action u at state s; R : S × U → R is the team reward1 function; γ ∈ [0, 1] is the discount factor.

The goal for the CSG is to find policies {πi}Ni=1 that make accumulative reward the highest. The
πi : S → U i maps the state to agent i’s action and the objective of CSG can be formulated as

max
π1,...,πN

E

[ ∞∑
t=1

γtR(st,ut)

]
, (3.1)

where ut is sampled from the policies as uit ∼ πi(· | st).

3.2 Multi-Agent Reinforcement Learning

Multi-agent reinforcement learning (MARL) methods are popular for solving the cooperative stochas-
tic game. This paper considers the mainstream of MARL schemes: centralized training decentralized
execution (CTDE). Each agent i holds an execution policy π̄i(u

i | s) to make execution in a decen-
tralization manner and a perceived joint policy π̂i(u | s) to do centralized training. The perceived
joint policy can be factorized as π̂i = πiρi, where πi is the individual policy and ρi is the perceived op-
ponent policy. Following MaxEnt MARL [34; 38; 37], each agent i optimizes its policy by minimizing
the KL-divergence between its perceived joint policy and the induced optimal joint policy:

min
πi

DKL (π̂i∥π∗α) (3.2)

where α is the factor that controls the relative importance between reward and entropy. The π∗α is
induced by the Boltzmann optimal policy:

π∗α(u | s) := exp
(
1
α (Q∗

soft (st,ut)− V ∗
soft (st))

)
, (3.3)

where Q∗
soft , V

∗
soft denote optimal, soft state-action and state value function, respectively [13]. After

that, each agent i obtains decentralized execution policy as π̄i(u
i | s) :=

∫
π̂idu

−i and the utility of
the decentralized execution is:

U π̄ :=
∑
t

E(st,ut)∼βπ̄R(st,ut), (3.4)

where π̄ :=
∏N
i π̄i is the executed joint policy, and βπ̄ is the state-action marginals of the trajectory

distribution induced by joint policy π̄.

1The utility, reward and payoff are not distinguished.
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3.3 Stein Variational Gradient Descent (SVGD)

SVGD [23] is a popular Bayesian inference method that sequentially transforms particles to ap-
proximate target distributions. Considering a target distribution p(x) where x ∈ X ⊂ RD, SVGD
constructs q(x) from some initial distribution

q0(x) :=
1

M

M∑
ℓ=1

δxℓ,0(x),

where δ is the Dirac delta function, {xℓ,0}Mℓ=1 are particles at initial, and M is the number of
particles. Then it transforms particles with transform function f(x) = x+ ϵϕ(x) where ϵ is the step
size and ϕ : X → RD is the transform direction. To be tractable and flexible, ϕ is restricted to a
vector-valued reproducing Kernel Hilbert space (RKHS) HD = H0 × · · · × H0 and H0 is a scalar-
valued RKHS of kernel k(·, ·) which is positive definite and in the Stein class of p (e.g., RBF kernel
k(x, y) = exp(−∥x − y∥22/(2h))). According to Stein theory, the steepest direction that minimizing
DKL(qf∥p) is

ϕ∗(x) = Ey∼q [k(x, y)∇y log p(y) +∇yk(x, y)] , (3.5)

while ϵ is small enough. Update particles based on xℓ,k ← xℓ,k−1+ϵϕ∗(xℓ,k−1) until ϕ∗(x) = 0, SVGD
ensures q = p when the iteration ends and k(x, y) is strictly positive definite [23].

MPSVGD [39] is a scalable variant of SVGD that considers the target distribution that can be
compactly described by a probabilistic graphical model (PGM). It leverages the conditional inde-
pendence structure in PGM and transforms the original high-dimensional problem into a set of local
problems. Specifically, a PGM p(x) can be factorized as p(x) ∝

∏
F∈F ψF (xF ) where the factor

F ⊂ {1, . . . , D} is the index set and xF = [xd]d∈F . Then the Markov blanket for d is

Γd =
{⋃
{F : F ∋ d}

}
\{d}

and it tells the conditional dependence that

p(xd |x−d = p (xd |xΓd) .

MPSVGD updates each dimension d with Td : xd → ϵϕd(xSd) where Sd = {d} ∪ Γd and ϕd ∈ Hd.
The Hd is associated with the local kernel kd : XSd ×XSd → R and

ϕ∗d(x) = EySd∼q [kd(xSd , ySd)∇yd log p(yd | yΓd) +∇ydkd(xSd , ySd)] . (3.6)

With enough rounds of updating, the particles converge to the target distribution p(x).

4 Relative Over-Generalization

This section defines relative over-generalization (RO) under CTDE MARL contexts. Specifically,
we propose two concepts, perceived relative over-generalization (PRO) and executed relative over-
generalization (ERO), that distinguish different RO in CTDE. Then, we bridge the two concepts to
RO and prove that RO can be avoided when PRO and ERO are addressed under mild conditions.

Relative over-generalization is a critical game pathology in MARL. It occurs when agents prefer
a sub-optimal Nash Equilibrium over an optimal Nash Equilibrium because each agent’s individual
policy in the sub-optimal equilibrium has a higher utility when paired with arbitrary policies from
opponents [37]. This definition assumes MARL methods directly select the joint policy from multiple
Nash Equilibriums while these methods make a comparison between the current joint policy and
updated joint policy for each updating. Thus we extend RO by considering each update. Besides
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that, the current CTDE scheme in MARL motivates us to decompose RO to perceived relative over-
generalization (PRO) in the training phase and executed relative over-generalization (ERO) in the
execution phase. First, we define ERO, which extends RO at each execution step and identifies
whether the optimal cooperation is disturbed due to not knowing the behaviors of opponents.

Definition 4.1 (Executed Relative Over-generalization). Agent i suffers executed relative over-
generalization if and only if the utility of executed joint policy can be improved by letting agents
know others’ actions:

max
πi

{
Uπi(u

i|s,u−i)
∏
j ̸=i π̄

∗
j (u

j |s)
}
> U

∏
j π̄

∗
j (u

j |s)
(4.1)

where π∗i = argminπi DKL(πiρi∥π∗α) is the i’s optimal individual policy with ρi and π̄
∗
i =

∫
π∗i ρidu

−i

is the executed policy for each agent i.

It is straightforward that agents do not suffer from RO if all agents are free from ERO at
convergence.

Besides that, agents also suffer from RO during their training phase, and we define Perceived
Relative Over-generalization.

Definition 4.2 (Perceived Relative Over-generalization). Agents suffer perceived relative over-
generalization if and only if there exists an agent i whose optimal perceived joint policy can be
closer to the optimal joint policy when knowing the optimal opponent policy:

min
πi

DKL(πiρi∥π∗α) > min
πi

DKL(πiπ
∗
α(u

−i)∥π∗α), (4.2)

where π∗α is the optimal joint policy with entropy factor α, and π∗α(u
−i) :=

∫
ui π

∗
αdu

i is the optimal
opponent policy.

When agents are free from PRO, the perceived optimal joint policy for each agent is equal to the
optimal joint policy.

When each agent i reasons others’ behaviors consistent with their optimal policy ρi = π∗α(u
−i)

in the training phase, others’ exploration will not impact the agent’s policy updating and the PRO
is avoided. If PRO is avoided and α→ 0, all agents execute deterministically, the agent’s execution
will not be impacted by others’ exploration stochastic in the execution phase, and ERO is avoided.
These conditions are denoted as consistent reasoning, and we define them below.

Definition 4.3 (Consistent Reasoning). Agents meet consistent reasoning if and only if all agents
reason others’ behaviors consistent with their optimal policy ρi = π∗α(u

−i) in the training phase and
reason others’ behaviors consistent with their executed actions during execution.

(a) PRO example. (b) ERO example.

Figure 1: The payoff functions.
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When the requirement is met at convergence, agents are free from ERO, and they do not suffer
from RO. Existing reasoning methods are unable to reach consistent reasoning and suffer from PRO
and ERO. We take Figure 1 as an example to better illustrate how these methods suffer from PRO
and ERO. It is a single-stage, cooperative game and contains two agents “A” and “B”. The action
space of each agent is {0, 1}. In Figrue 1a, MADDPG [24] usually suffers from PRO due to agents
reason others through their historical behaviors. For agent A, if ρA(0) = ρA(1) = 0.5, it will
obtain π̂′A(1, 0) = 1 which is sub-optimal. MASQL [37] usually suffers from ERO in Figure 1b. If
π̂′A(1, 0) = π̂′A(0, 1) = 0.5 and π̂′B(1, 0) = π̂′B(0, 1) = 0.5, then PRO is avoided. However when making
decentralized execution based on π̂′ for each agent, π̄(1, 1) = π̄(0, 0) = π̄(1, 0) = π̄(0, 1) = 0.25, which
are sub-optimal and suffer from ERO.

5 Negotiated Reasoning Framework

Inspired by the critical role of negotiation for consistent reasoning in social cooperation, we introduce
negotiation in the reasoning process to avoid PRO and ERO with theoretical justifications and
propose a novel reasoning framework, NR. In NR, agents take M particles {uℓ,0}Mℓ=1 to represent

the initial perceived joint policy distribution p(u0) := 1
M

∑M
ℓ=1 δuℓ,0(u) for a state s. Moreover, each

agent i holds a negotiation (i.e., perturb) policy fi(ui | uCi , s) that updates its action when knowing
the Ci’s action selection. Here Ci ⊆ 1, . . . , N is the negotiated set for agent i, which determines
whom to negotiate, fi := {f1i , . . . , fKi } where fki is the negotiation policy of agent i in iteration k,
and K is the number of negotiation rounds which is often large enough. Then every agent i makes
negotiated reasoning as

uℓ,ki = fki (ui | s,u
ℓ,k−1
Ci

), ∀i ≤ N, ℓ ≤M,k ≤ K. (5.1)

Such a negotiation process can be interpreted as agents starting from initial action beliefs and
negotiating with each other based on their negotiation policies. When fki converges to an identity
map for each agent, the perceived joint policy converges to a steady perceived joint policy (i.e.,
agreement):

lim
k→K

p(uk | s) := 1

M

M∑
ℓ=1

δuℓ,k(u)→ πs(u | s), ∀u ∈ U .

The negotiated reasoning avoids PRO when it meets certain conditions.

Theorem 5.1 (PRO-free Negotiated Reasoning). For any environment state s where the optimal
joint policy is defined as π∗α, consider each agent i takes a negotiated reasoning defined on a compact
action space U i, they are PRO-free with K steps negotiated reasoning if

lim
k→K

p(uk | s) = π∗(uk | s), ∀uk ∈ U ,

This motivates us to learn negotiation policy fi satisfying the following conditions:

lim
k→K

fki (ui | s,u
ℓ,k−1
Ci

) = uℓ,k−1
i , ∀ i ≤ N, ℓ ≤M,

lim
k→K

p(uk | s) = π∗(uk | s), ∀uk ∈ U , .
(5.2)

The first condition requires the negotiation policies to converge to the identity map, and the second
one requires the perceived joint policy to be identical to the optimal joint policy when the negotiation
policy converges. We will specify the negotiated policy learning in the following two sections.

As for ERO-free in decentralized execution, we prove that setting π̄i = u0,Ki with annealing α→ 0
ensures ERO-free in decentralized execution (see proof in Appendix C.2).
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Theorem 5.2 (ERO-free Negotiated Reasoning). For any environment state s, when agents are
PRO-free with K reasoning steps, they achieve ERO-free with annealing α → 0 if each agent i
sample action π̄i = u0,Ki .

When all the conditions are met, it is straightforward that consistent reasoning is obtained.
Up to this point, we have established a theoretical connection between reasoning and relative over-
generalization (RO). The next step is to design a negotiation policy that satisfies the condition in
(5.2) and integrate this negotiated reasoning into existing multi-agent reinforcement learning.

6 Stein Variational Negotiated Reasoning

After building the theoretical relationship between reasoning and RO, this section proposes Stein
variational NR, SVNR, under the NR framework, which is the first MARL method that provably
addresses RO. We first derive the negotiation policy based on Stein variational gradient descent
which obtains PRO-free negotiated reasoning. Then we devise the policy iteration method of SVNR
and prove that it addresses PRO and ERO. Finally, we propose a practical implementation by
parameterizing SVNR with neural networks and amortizing the learning procedure.

6.1 Learning the negotiation policy

To learn the negotiation policy that converges to an identity map and lets perceived joint policy
converges to the optimal joint policy as in (5.2), we start by building the relationship between
negotiation policy and perceived joint policy. Decomposing KL divergence from the perceived joint
policy, we have

DKL(p(u | s)∥π∗(u | s)) =DKL(p(ui | s,u−i)p(u−i)∥π∗(ui | s,u−i)p(u−i))

+DKL(p(u−i | s)∥π∗(u−i | s)).
(6.1)

It states that the KL divergence between perceived and optimal joint policy can be minimized by

min
p(ui|s,u−i)

DKL

(
p(ui |s,u−i)p(u−i)∥π∗(ui | s,u−i)p(u−i)

)
, (6.2)

when fixing other agents’ action selections (update only one agent’s action). This motivates us to
design a negotiation policy that minimizes the (6.2). One of the most popular ways to solve (6.2)
is (MP)SVGD which can naturally fit the updating of the single agent’s action while fixing others’.
Specifically, it adopts the following scheme, i.e.,

fi(ui | uℓCi , s) : u
ℓ
i + ϵϕi(uCi)

ℓ, ∀ i ≤ N, ℓ ≤M, (6.3)

to update the joint policy distribution. The ϵ is the learning rate, and ϕi is the transformation
direction in vector-valued reproducing kernel Hilbert space. Then the optimal ϕ has a closed form
solution for (6.2) when restricting ∥ϕi∥Hi ≤ 1 and ϵ→ 0:

ϕ∗i (uCi) =Ey∼p
[
ki
(
uCi ,yCi

)
∇yi log π∗

(
yi | yCi

)
+∇yiki

(
uCi ,yCi\{i}

)]
. (6.4)

The ϕ∗ provides the steepest direction to optimize the KL divergence. The Appendix B.1 shows the
details of the derivation.

To further ensure the identity map convergence and let the converged perceived joint policy
identical to the optimal joint policy, the design of {Ci}Ni=1 plays a key role as seen in graphical
inference problems [30; 39]. Benefiting from the centralized training, we can design Ci without
considering communication limitations. When {Ci}Ni=1 satisfies the strict nested requirement (e.g.,
Ci = {1, . . . , i} for all i), negotiated reasoning (6.3) with (6.4) converges and the agreement is
identical to optimal joint policy (i.e., satisfies PRO-free conditions (5.2)) as proved in Appendix C.4.
We denote the negotiated reasoning with (MP)SVGD and strict nested negotiation set as Stein
variational negotiated reasoning.
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6.2 Maximum Entropy Policy Iteration

It is worth noting that in the previous section, we assumed that the optimal joint policy is known
in advance. However, agents have to iteratively learn Q, and V functions to estimate the optimal
joint policy and update their sampling policy accordingly in practice. This section establishes SVNR
on the maximum entropy policy iteration and shows the convergence to the optimal joint policy
theoretically. Concretely, we first define the soft bellman operator as

Γπ̂Q(st,ut) := rt + γEst+1 [V (st+1)], (6.5)

where V (st) = Eπ̂ [Q(st,ut)− α log π̂(ut | st)]. Each round of iteration usually consists of joint
policy evaluation and joint policy improvement, where joint policy evaluation aims to evaluate the
policy performance with Q and joint policy improvement updates each agent’s policy accordingly.
As for the joint policy evaluation, we obtain the following theorem.

Lemma 6.1 (Joint Policy Evaluation). For a mapping Q0 : S × U → R with |U | < ∞, define the
Qk+1 = Γπ̂Q

k where the Γ is the soft bellman operator, then it converges to the joint soft Q-function
of π̂ as k →∞.

Following (3.3) and (6.4), the π̂ is updated as:

π̂(u) = lim
k→K

1

M

M∑
ℓ=1

δuℓ,k(u),

uℓ,ki = uℓ,k−1 + ϵϕ∗(uℓ,kCi , u
ℓ,k−1
i ), ∀i ≤ N, ℓ ≤M,k ≤ K,

π̃ = exp
1

α
(Q(ui,uCi , s)− V (uCi , s)),

(6.6)

where

Q(ui,uCi , s) = Eū∼π̂(s),ūCi=uCi ,ūi=uiQ(ū, s), Vi(uCi , s) = Eū′∼π̂(s),ūCi=uCi
Q(ū, s),

and ϕ∗i take π̃ instead of π∗ to construct the SVGD direction. Then we can obtain the following joint
policy improvement lemma:

Lemma 6.2 (Policy Improvement). When the negotiation policies satisfy the strict nested require-
ment, given the current perceived joint policy as π̂, update it based on the (6.6) and obtain the new
perceived joint policy π̂′. The Qπ̂

′
(st,ut) ≥ Qπ̂(st,ut) with |U | <∞.

Following Lemma 6.1 and Lemma 6.2, we can establish the following SVNR policy iteration
theorem and our proposed coordinated policy iteration method accordingly.

Theorem 6.3 (SVNR Policy Iteration). When the individual policies satisfy the strict nested re-
quirement, considering repeated apply the joint policy evaluation and joint policy improvement on the
perceived joint policy π̂, then π̂ will converge to π∗ that makes

Qπ
∗
(st,ut) ≥ Qπ̂ (st,ut) , ∀π̂ ∈ Π, (st,ut) ∈ S × U ,

∣∣U ∣∣ <∞.
Based on the Theorem 6.3, we can obtain the convergence of SVNR policy iteration to the

optimal joint policy. Further, taking Theorem 5.2, we can obtain ERO-free executed joint policy π̄
by annealing α to a small enough number.

However, empirically, the SVNR policy iteration assumes knowing the word model and encoun-
ters high computation and storage complexity due to 1) inefficient policy representation: SVNR
policy iteration represents the joint policy with particles that scale poorly on state-action space; 2)
intractable optimization: During learning, the soft bellman operator takes expectations on both the
state distribution and joint policy distribution, which is intractable in realistic settings. To this end,
we propose a practical implementation for SVNR.

9



7 A Practical Implementation of SVNR

MPSVGD

Amortized MPSVGD

C
PF Training

Dec Testing

Figure 2: The practical Stein Variational Negotiated Reasoning (SVNR) in the 3-agents system.
SVNR adopts nested negotiated reasoning and adopts amortized MPSVGD to output the actions.
The amortized MPSVGD distills the multi-rounds negotiated reasoning dynamic by well-established
neural networks. The “Dec Testing” (rightmost part) illustrates how the proposed SVNR executes
in a decentralized manner.

To address the inefficient policy representation and intractable optimization issues, this section
adopts neural networks to parameterize the policies and learn them with the proposed amortized
optimization. To gain efficient action sampling, we propose Amortized MPSVGD. It aims to adopt
neural networks to distill the SVNR’s update dynamic and approximate the steady negotiation result
in π̂(u) with the neural network inference. Formally, each agent holds a stochastic mapping function

ui = fψii (·|ξi, ξCi , s) that maps initial noises (i.e., gaussian noises) to its action distribution. The ξi
is the noise drawn by agent i. We denote the induced joint distribution as

pψ (u |s, ξ) :=
N∏
i=1

fψii
(
ui |ξi, ξCi , s

)
.

The goal of the proposed amortized MPSVGD method is to find ψ∗ that satisfies:

argmin
ψ̂

KL
(
pψ̂ (· | s, ξ) ∥ π̂ (u)

)
. (7.1)

A straightforward way to learn ψ is to iterate the (6.6) procedure until convergence and to establish
the neural networks {ψ1, . . . , ψN} which can fit the agreement. However, the (6.6) requires many
rounds of updating, and this motivates us to introduce an incremental update scheme. For each agent
i, its policy parameter ψi is updated by moving along its SVGD’s gradient in order to approach the
target joint policy. Sampling joint actions u1, . . . ,uM from p and assuming we can perturb agent
i’s action uji = fψi(ξji ; ξ

j
Ci
, s) in appropriate direction ∆fψi(ξji ; ξ

j
Ci
, s), the induced KL divergence in

(7.1) can further be reduced. MPSVGD provides the most greedy direction as

∆fψi (·; st) = Eu∼pψ
[
κi
(
uCi , p

ψ
Ci
(·; st)

)
∇u′iQ

θ(st,u
′)
∣∣
u′=u

+ αi∇u′
i
κi
(
u′
Ci , p

ψ
Ci
(·; st)

)∣∣
u′=u

]
, (7.2)

where αi is the agent i’s temperature term, θ is the neural network paramter of central critic, and

κi is the agent i’s kernel function as in MPSVGD. As explained in [9], we can set
∂Jp(ϕ;st)

∂ui
∝ ∆fϕi .
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Algorithm 1 SVNR: Stein Variational Negotiated Reasoning Method

Input:Initial policy fψi for every agent i; centralized critic Qθ; coordination edges C; empty
replay buffer D; kernel function κi for agent i; particle numbers K; target critic as Qθ̄ := Qθ.
while not convergence do

Collect Experiences:
Each agent i samples noise: ξi ∈ N (0, I);
Each agent i samples actions for state s, i.e., ui ← fψi(ξi; ξCi , s);
Execute the joint action a := {a1, . . . , aN} in the environment;
Observe the next state s′, reward r;
Add new experiences into the replay buffer, i.e., D ← D ∪ {(s,u, r, s′)} .

Sample Experiences:
Sample a mini-batch from the replay memory, i.e, {(s,u, r, s′), . . . } ∼ D.

Update Value Functions:
For each agent i, sample {uℓi}Mℓ=1 for state s′;
Update θ based on equation (7.4).

Update Policies:
Sample k noise signals for agent i at state s, i.e., ξℓi ∈ N (0, I), ∀ℓ = 1, · · · ,M ;
Generate k joint actions for state st, i.e., u

ℓ
i ← fψi(ξℓi ; ξ

ℓ
Ci
, s), ∀ℓ = 1, · · · ,M ;

Calculate ∆fψi based on (7.2) for each agent i;
Calculate the gradient of ψi by (7.3) and update ψi using ADAM.

if time to update then
Update target parameters: θ̄ → θ.

end if
end while

Further, the gradient in MPSVGD can be backpropagated to the mapping network ϕi, i.e.,

∂Jp(ψ;st)
∂ψi

∝ Eξ
[
∆fψi (ξ; st)

∂fψi (ξ;st)
∂ψi

]
. (7.3)

Therefore, any gradient-based optimization methods can optimize the parameters ψi. The detailed
derivations of (7.2) and (7.3) are shown in Appendix B. With this Amortized MPSVGD mapping
function, neural network inference can directly sample joint actions.

Furthermore, we consider the intractable evaluation step as in (6.5). Inspired by softQ-learning [13],
we can transform the fixed point iteration to the stochastic optimization on minimizing the ∥ΓQ−Q∥.
Specifically, the importance sampling is adopted to approximate the value function and minimize
the bellman error:

θnew = argminθ′ E
[
1
2(r + V θ(st+1)−Qθ

′
(st,u))

2
]
, (7.4)

where the expectation is taken on st,u, r, st+1 ∼ D and

V θ (st) := α logEu′∼p(·|st)
[
exp

(
1
αQ

θ (st,u
′)
)]
.

We summarize the proposed SVNR in Figure 2, with pseudocode in Algorithm 1. It adopts amor-
tized MPSVGD with a centralized critic to learn the policy for each agent. Each agent i holds its
conditional policy fψi(ai | aCi , s) with {Ci}Ni=1 as strict nested set. In the execution stage, all agents
will initialize their actions randomly as {ξi} while each ξi will be shared with its neighbors Ci. The
action of agent i is generated by fψi(ξi; ξCi , s) based on received noises (ξi, ξCi) and state s. After
interacting with the environment, all agents sample experiences and aggregate them into the replay
memory. Further, based on (7.2) and (7.4), each agent’s policy can be updated in the learning phase.
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8 Experiments

Table 1: Execution performances in testings. The proposed SVNR achieves the highest returns in
all scenarios.

Methods / Scenarios
Max Of Three
(s2 = 3.0)

Max Of Three
(s2 = 2.0)

Max Of Three
(s2 = 1.5)

Particle Gather

SVNR (Ours) 9.60± 0.30 9.64± 0.17 9.71± 0.20 4.76± 0.20

MADDPG 2.08± 4.63 −0.66± 0.67 −0.64± 0.43 0.00± 0.00

MASQL 8.92± 0.37 −0.58± 0.24 −0.34± 0.12 −0.54± 0.20

PR2 4.76± 3.64 −0.64± 0.45 −0.29± 0.10 0.00± 0.02

ROMMEO 6.14± 4.82 1.59± 5.03 −0.59± 0.25 −0.87± 0.22

L-MADRL 9.54± 0.13 1.63± 2.51 −0.07± 0.04 −0.75± 0.00

To evaluate the performance of SVNR in RO-challenged MARL problems, we take two differential
games (Two Modalities and Max of Three [28]) and the Particle Gather [25]) as our testbeds. They
pose strong RO challenges for MARL methods and are taken as popular testbeds for performance
evaluation on addressing RO.

Baselines. The baselines include the popular MARL methods and methods that aim to address
RO, i.e., MADDPG [24], MASQL [37], PR2 [38], ROMMEO [34], and Lenient MADRL [27].

Hyperparameters. For SVNR, we take the negotiation set: Ci = {1, . . . , i}, ∀i. For all experi-
ments, we use the TPE Sampler [3] to select the learning rates, particle numbers, and the entropy
coefficient α based on the maximum mean reward in 50 trails. The learning rate and initial α
are finetuned in [10−4, 10−1] and [10−1, 10], and particle numbers are finetuned in an integer space
from 16 to 64. Other hyperparameters follow the ROMMEO2. The optimizer is ADAM, and the
sizes of the replay buffer and batch are 106 and 512. k(x, x′) = exp(−1/h∥x − x′∥22), bandwidth
h = med2 / log n, where med is the median of the pairwise distance between the current points
{xi}ni=1 as suggested in amortized SVGD [9]. To gain exploration in the early stage, we anneal α
based on α = α′ + exp(−0.1×max(steps− 10, 0)) ∗ 500 all methods in most of the scenarios where
α′ is the initial α. The only exception is that we anneal α to 1 when we investigate the PRO issue
for all the methods.

8.1 The Differential Game

The differential game is a flexible and wide-adopted framework to design a challenging stateless
MARL environment. We consider a three-agents case. Each agent shares a common one-dimension
bounded continuous action space of [−10, 10]. Their rewards are shared and determined by their
joint action under the reward function r(u1, u2, u3) = max(g1, g2), where a1, a2, a3 are actions of 3
agents respectively, and

g1 = 0.8×
[
−
(
u1+5
3

)2 − (
u2+5
3

)2 − (
u3−3
3

)2]
+ c1,

g2 = h2 ×
[
−
(
u1−x2
s2

)2 − (u2−y2
s2

)2 − (
u3−z2
s2

)2]
+ c2.

This is a flexible environment to evaluate RO game pathology in MARL. The s2 controls the coverage
of optimal solution, and setting it with a high value makes MARL methods easy to suffer from ERO.

2https://github.com/rommeoijcai2019/rommeo
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Thus we devise the Max Of Three scenario as the ERO-Challenged scenario, which sets s2 to different
values, to evaluate the performance on addressing ERO. Setting c1 = c2 results in two-modality,
which raises the difficulty for agents to obtain the optimal perceived joint policy and thus is a
PRO-challenged environment. We thus devise the Two Modalities scenario as the PRO-Challenged
scenario accordingly.
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(c) MASQL
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(d) PR2
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(e) ROMMEO
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(f) L-MADRL

Figure 3: The converged perceived joint policy visualization in Two Modalities scenario. The op-
timal perceived joint policy should capture both modalities, and only our SVNR captures the two
modalities.

ERO-Challenged. We consider a difficult scenario for continuous MARL, Max of Three, which
is extended from the Max of Two [34; 37; 38]. Specifically, we set the h2 = 1, x2 = 7, y2 = 7, z2 =
−4, c1 = 0, c2 = 10. By setting different values for s2, we can flexibly control how the RO issue
affects the agents. The smaller the s2, the smaller the coverage of g2, and the more severe the RO
issue. We examine different methods under different s2, i.e., s2 = 1.5, s2 = 2.0 and s2 = 3.0 and
5000 episodes are used for all cases.

Although the formulation of the game is relatively simple, it poses great difficulty to gradient-
based algorithms as in almost all the joint action space. The gradient points to a sub-optimal solution.
As shown in Figure 4, the MADDPG algorithm falls into the local optimum (i.e., the reward is 0)
under all settings. MASQL, PR2, and ROMMEO can only jump out of the local optimum under
the relatively simple setting (i.e., s2 = 3.0), and they all have significant variance. Our method,
SVNR, can steadily converge to the global optimum while jumping out of the local optimum under
all settings. Moreover, we test the execution performances for all the methods as shown in Table 1.
Our SVNR also achieves the highest return. This shows the superiority of SVNR in addressing RO.

To better understand the learning behavior in the Max of Three, we visualize the learning
dynamic of SVNR and some other baselines under s2 = 1.5 in Figure 5. Each point represents a joint
action taken by the agents from 1 to 3000 steps. Different colors represent the levels of instantaneous
rewards. During 1 to 1500 steps, SVNR agents have a significant visitation probability on the local
optima (the left side at Figure 5a). They visit the global optima more frequently at 1500 to 3000
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(b) s2 = 2.0
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(c) s2 = 1.5
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(d) Particle Gather

Figure 4: Influence of different coverage factors s2 on the training curves of (a-c) our method and
different baselines in the Max Of Three. (d) shows the training curves in the Particle Gather sce-
nario. The solid lines and shadow areas denote the mean and variance of the instantaneous rewards
with 5 different seeds. With the larger s2, the agents encounter a higher impact of relative over-
generalization, and the proposed SVNR achieves the optimal solution in all settings.
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(c) MASQL
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(d) PR2
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(e) ROMMEO
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(f) L-MADRL

Figure 5: The sampled joint actions of (a) our method and (b-d) some representative baselines
under the settings of Figure (4c) from 1 to 3000 training timesteps. Each point represents a joint
action taken by the agents at the corresponding timestep, and different colors represent the levels of
instantaneous rewards.

steps while exploring the other area. With the learning process kept on, SVNR converges to the 10
step reward as shown in Figure 4c. Other baselines are concentrated near the local optimum.
PRO-Challenged. We set h2 = 1.0, s2 = 2, x2 = 7, y2 = 7, z2 = −3, c1 = c2 = 10 in the
differential game to construct the Two Modalities scenario as the PRO-Challenged scenario. There
exists two points (−5,−5, 3) and (7, 7,−3) that have the highest, 10, utility. Thus the optimal
perceived joint policy should capture the two modalities. However, when agents do not know the
optimal opponent policy, they usually tend to converge to one single modality, and PRO happens.
We train each method with 5000 episodes and visualize their converged perceived joint policies by
sampling. As shown in Figure 3, our SVNR captures the two modalities of the game while other
baselines converge to the single modality policy.

14



8.2 Particle Gather

The Particle Gather is built with Multi-Agent Particle World [24]. There are two particles in a
continuous physical world. Each particle is controlled by two agents, the x-agent and the y-agent,
which control the particle’s movement together. When two particles reach a fixed landmark, four
agents are rewarded with 5 together; Moreover, if only one particle reaches the landmark, all the
agents are penalized by −2. Otherwise, there is no instantaneous reward (i.e., four agents are
rewarded by 0) that will be feedback to all agents. This iterated continuous game lasts for 25
timesteps. The goal of all agents is to maximize the individual expected cumulative reward for 25
timesteps. This scenario is difficult because without knowing others’ actions, the best choice for all
the agents will be to get far away from the landmark, making the optimal policy (reach the landmark
simultaneously) hard to obtain.

All methods are trained for 5000 episodes, which consists of 25 timesteps, with tuned hyperpa-
rameters, and the learning curves are shown in Figure 4d. It shows that all baselines converge to
the worst solution except for PR2 and MADDPG falling into the local optimum. Our method still
steadily converges to the global optimum while jumping out of the local optimum. Table 1 also shows
the highest test performance of our SVNR compared with baselines.

8.3 Ablation Studies

We take ablation studies on the C’s design. There are two typical C ∈ CNested, i.e., full negotiation
and strict nested negotiation. Our SVNR adopts the nested decomposition that Ci = {1, . . . , i}.
We design SVNR-F, which adopts Ci = −i to show whether making conditions on more agents
can improve the performance. Moreover, we also devise SVNR-M as another baseline which is the
proposed SVNR adopt Ci = {}. This can be useful to show the importance of let Ci ∈ CNested. We
take the experiments on the Max of Three and Particle Gather for further analysis.
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Figure 6: Influence of different coverage factors s2 on the training curves of (a-c) our method and
different baselines in the Max Of Three. (d) shows the training curves in the Particle Gather sce-
nario. The solid lines and shadow areas denote the mean and variance of the instantaneous rewards
with 5 different seeds. With the larger s2, the agents encounter a higher impact of relative over-
generalization, and the proposed SVNR achieves the optimal solution in all settings.

As shown in Figure 6, both the SVNR and SVNR-F outperform the SVNR-M under s2 =
1.5, 2.0, 3.0 in the Max of Three scenario, which indicates the necessity of taking other agents’ noises
into consideration. We also visualize their joint actions from 1 to 3000 steps under s2 = 1.5 as shown
in Figure 7. Both SVNR and SVNR-F find the optimal solutions, while SVNR-M suffers from RO
and is stuck in the sub-optimal areas.

Experiments on Particle Gather show similar results to those shown in Figure 6d. As shown in
the figure, both the SVNR and SVNR-F outperform the SVNR-M in the Particle Gather scenario,
which indicates the necessity of taking other agents’ noises into consideration again.
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(b) SVNR-F
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(c) SVNR-M

Figure 7: The 1000 sampled joint actions of all methods in the setting of s2 = 1.5 in the Max of
Three scenario. Each point represents a joint action taken by the agents at a specific timestep, and
different colors represent the levels of instantaneous rewards. All joint actions are sampled every 3
timestep from 1 to 3000 timesteps in the training phase.

9 Conclusion and Discussions

This paper proposes a novel reasoning framework, Negotiated Reasoning (NR), for MARL and es-
tablishes theoretical connections between Relative Over-generalization and NR. Then we derive an
RO-free negotiated reasoning, Stein Variational Negotiated Reasoning (SVNR), which is derived
based on stein variational gradient descent. By integrating SVNR to maximum entropy policy iter-
ation, it is provably RO-free and converges to optimal cooperation. Further, we propose a practical
implementation with neural network approximation. Empirically, SVNR also outperforms baselines
in addressing RO and approaching optimal cooperation.

There are also some limitations of our method. One main limitation of our SVNR approach is its
scalability in scenarios involving many agents. Both SVNR and other existing reasoning-based MARL
methods require at least one agent to perform reasoning on all other agents. As the number of agents
increases, it becomes increasingly challenging to accurately reason and make the best response. To
address this scalability issue, potential solutions include the use of attention mechanisms or domain
knowledge that can help generate sparse negotiation structures. These represent interesting and
promising directions for future research in this area. Moreover, investigating the theoretical and
practical gap will be interesting when we sparsify the negotiation structure which may violate the
nested negotiation structure requirement. We leave them as future works.
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A Theorems

Theorem A.1 (Nested factorization requirement). For a policy factorization method that adopts
local policies {π1(u1 | uC1), · · · , πN (uN | uCN )} to represent the joint policy πjt(u), it can achieve
full joint policy representation capacity if and only if there exists a permutation σ of [N ] that satisfies

{i+ 1, · · · , N} ⊂
{
σ(j) | ∀ j ∈ Cσ−1(i)

}
, ∀i.

For simplicity we denote as C = {C1, . . . , CN} ∈ CNested and the CNested is called Nested Coordination
Space.

The proof of Theorem A.1 can be found in Appendix C.3. The above theorem urges us to
decompose the joint policy into conditional policies that satisfy the nested requirement. ROMMEO
takes Ci = −i, ∀i, which satisfies our nested factorization requirement and achieves the full capacity.

B Derivations

B.1 Derivation of Equation 12

Derivation. As proved in the MPSVGD [39], for a graphical model p(z) ∝
∏N
i=1 p(zi | zCi), let

z = T (x) = [x1, . . . , Ti (xi) , . . . , xN ]
⊤ with Ti : xi → xi+ ϵϕi (x) , ϕi ∈ Hi where Hi is a Reproducing

kernel Hilbert Space (RKHS) associated with the local kernel ki : X × X → R, we have

∇ϵKL
(
q[T ]∥p

)
= ∇ϵKL

(
q[Ti] (zi | zCi) q (zCi) ∥p (zi | zCi) q (zCi)

)
,

and the solution for min∥ϕi∥Hi≤1∇ϵKL
(
q[T ]∥p

)∣∣∣
ϵ=0

is ϕ∗i / ∥ϕ∗i ∥Hi
, where

ϕ∗i (x) = Ey∼q[ki(xCi ,yCi)∇yi log p(yi | yCi) +∇yiki(xCi ,yCi)].

Under mild conditions as states in the MPSVGD [39], the convergence condition ϕ∗i (x) = 0 if and
only if q(xi|xCi) = p(xi|xCi). Take pϕ and exp (Qθ) as q and p respectively, then

∆fϕi (·; st) = Eu∼pϕ
[
κi(uSi , p

ϕ
Si
(·; st))∇u′iQ

θ
(
st,u

′) ∣∣
u′=u

+αi∇u′
i
κi(u

′
Si , p

ϕ
Si
(·; st))

∣∣
u′=u

]
, (B.1)

where Si := {i}
⋃
Ci.

B.2 Derivation of Equation 9

Derivation. One direct way to update the parameter ϕi is to obtain z by running MPSVGD until
convergence and update ϕi

ϕt+1
i ← argmin

ϕi

K∑
k=1

∥pϕt(ξk; s)− zk∥22.

To gain a more computationally efficient approximation, we perform one gradient descent step

ϕt+1
i ← ϕti + ϵ · Eξ

[
∆fϕ

t

i (ξ; st)
∂fϕ

t

i (ξ; st)

∂ϕi

]
,

with a small step size ϵ.
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C Proofs

C.1 Proof for Theorem 5.1

In NR framework, each agent i holds π̂i = p(uk | s), if limk→K p(u
k | s)→ π∗(uk | s), then

min
fi

DKL(fip(u
K
−i | s)∥π∗α) = min

fi
DKL(fiπ

∗(uK−i | s))∥π∗α).

Thus it is PRO-free after K reasoning rounds.

C.2 Proof for Theorem 5.2

If α→ 0, then π∗α approaches to the maximum utility

Uπ
∗
α = max

π
Uπ, α→ 0,

due to Qsoft = Uπ
∗
α+

∑
t E(st,ut)∼βπ∗H(π∗(· | st)). For PRO-free agents in NR, p(uK | s) = π∗α(u

k | s)
and α→ 0, take π̄i = u0,Ki , then

max
πi

Uπi
∏
j ̸=i π

′
j = U π̄

′
.

Thus they are ERO-free.

C.3 Proof for Theorem A.1

Proof. The conditional theorem [10] proves that the {π1(u1 | uC1), . . . , πN (uN | uCN )} uniquely
determines the joint policy if and only if the C ∈ CNested. For any joint policy π, we can obtain

πi(ui | uCi) =
∫
π(u)du{i}

⋃
Ci∫

π(u)duCi
, ∀1 ≤ i ≤ N.

When the C ∈ CNested, the conditional policies uniquely determine the joint policy. Then for
arbitrary joint policy, we can represent it as the nested conditional policies, and Theorem A.1 gets
proved.

C.4 Proof for ERO-free property of SVNR

We first prove the strict nested negotiation makes SVNR converge (i.e., the first condition in (5.2)).
Without loss of generalization, we take Ci = {1, . . . , i} for every agent i. For agent 1, C1 = {1} and
the (6.3) degenerate to the SVGD, which has been proved weakly converged to target distribution
π∗(u1) in [22]:

lim
k→K

fk1 (u1 | s,u
l,k−1
C1

) = ul,k−1
1 , ∀l ≤M

lim
k→K

p(uk1) = π∗(uk1 | s), ∀uk1 ∈ U1

Then with agent 1 converged, agent 2’s update degenerate to the SVGD and converges to the target
conditional distributions. Iteratively, we can obtain:

lim
k→K

fki (ui | s,u
l,k−1
Ci

) = ul,k−1
i , ∀l ≤M, i ≤ N,

lim
k→K

p(uki ) = π∗(uki | s,u
l,k−1
Ci

), ∀uki ∈ U i.
(C.1)

Thus we prove its convergence.
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According to Appendix C.3, the (strict) nested conditional policies can be adopted to represent
arbitrary joint policy and when the conditional policies uniquely determine the joint policy. Then
with (C.1), we have

lim
k→K

p(uk | s) = π∗(uk | s), ∀uki ∈ U i, i ≤ N.

and thus the SVNR is PRO-free.

C.5 Proof for Lemma 6.1

Proof. We refer the readers to the SQL [13]’s Appendix A.2.

C.6 Proof for Lemma 6.2

Proof. Following the Proof C.4, with K rounds of SVNR negotiation,

π̂′ = lim
k→K

1

M

M∑
l=1

δul,k(u),

= π̃ = exp
1

α
(Q(ui,uCi , s)− V (uCi , s)),

(C.2)

Then the policy improvement can be proved as in Appendix A.1 of [13].

C.7 Proof for Theorem 4.3

With the Theorem A.1, Lemma 6.1 and Lemma 6.2, our convergence to the optimal joint policy can
be similarly proved as the SQL[13]’s Appendix A.2.
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